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Abstract

A new Galerkin–Legendre direct spectral solver for the Neumann problem associated with Laplace and Helmholtz

operators in rectangular domains is presented. The algorithm differs from other Neumann spectral solvers by the high

sparsity of the matrices, exploited in conjunction with the direct product structure of the problem. The homogeneous

boundary condition is satisfied exactly by expanding the unknown variable into a polynomial basis of functions which

are built upon the Legendre polynomials and have a zero slope at the interval extremes. A double diagonalization

process is employed pivoting around the eigenstructure of the pentadiagonal mass matrices in both directions, instead

of the full stiffness matrices encountered in the classical variational formulation of the problem with a weak natural

imposition of the derivative boundary condition. Nonhomogeneous Neumann data are accounted for by means of a

lifting. Numerical results are given to illustrate the performance of the proposed spectral elliptic solver. The algorithm

extends easily to the three-dimensional problem.
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0. Introduction

Direct spectral elliptic solvers are commonly based on the diagonalization of matrices representing one-

dimensional second-order differential operators according to either the Chebyshev-tau method, see e.g.

[1,2], or a collocation scheme, see [3,4]. On the contrary, in spectral solvers of the last generation, based on

the Galerkin formulation of the elliptic boundary value problem and using Legendre polynomials, the

eigendecomposition is applied to the mass matrix associated with the assumed polynomial basis. The new

approach has been adopted in the solution of the Dirichlet problem for Poisson and Helmholtz operators
over rectangular regions in two dimensions [5–7] and three dimensions [8]. The advantage of the Legendre
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basis considered in these works is that the stiffness matrix is reduced to the identity matrix, but for the first

constant mode, while the mass matrix displays a pentadiagonal profile, for which the eigenproblem is most

simple.

It is therefore legitimate to ask whether the simplicity of the new fast spectral solvers for the Dirichlet

problem can be retained also in the solution of the Neumann boundary value problem. As a matter of fact,

owing to the particular structure of the mass and stiffness matrices, the direct product algorithm developed

for the Dirichlet problems in 2D and 3D cannot be extended straightforwardly to the Neumann case.

Indeed, since the constant mode is uncontrolled by the second-derivative operator in one dimension under
conditions on the slope at both interval extremes, it is impossible to perform the eigendecomposition in a

direct-product form, i.e., using directional splitting, unless the structure of the eigenvectors is adequately

contrived. Such a structure cannot be achieved when the basis developed for solving problems with a

nonhomogeneous Dirichlet condition is used to solve the Neumann problem for the Laplace operator.

A convenient basis of polynomials with zero slope at the endpoints was constructed using Legendre

polynomials by Shen [5, p. 1492] so as to obtain stiffness and mass matrices with the same profiles as the

basis enforcing Dirichlet conditions. The aim of the present work is to show that this basis allows also to

preserve the direct-product character of the spectral solver for elliptic equations under a Neumann
boundary condition. In particular, we develop a direct spectral solver for two-dimensional Poisson and

Helmholtz equations by adopting the aforementioned Shen�s basis and thus enforcing condition of zero
normal derivative along the entire boundary in an essential way. This is somewhat unusual in the context of

a variational formulation of elliptic boundary value problems and leads to an alternative algorithm with

respect to existing Neumann spectral solvers where this kind of boundary condition is accounted for

through the integration by parts, see [9,10]. The direct solution algorithm here developed for the Neumann

problem in two dimensions relies upon a double diagonalization process very similar to that of the Dirichlet

spectral solver [7]. This similarity extends also to the accounting of nonzero boundary values by means of a
lifting of the Neumann datum which is found to require a two-step procedure much in the same manner of

the elliptic solver under nonhomogeneous Dirichlet conditions. The two steps are necessary to exploit first

suitable values at the corners and then the values of the Neumann datum along the four sides of the do-

main. The point values in the corners will be shown to stem from the derivative of the Neumann datum and

are associated with the presence of compatibility conditions between the two slopes in each corner of the

domain, as contemplated by the analysis of Grisvard [11].

The paper is organized as follows. In Section 1 we start by introducing the basic concepts. In particular,

in Section 1.1 the construction of the basis, first proposed by Shen [5], is carried out; in Section 1.2 the
spectral mass and stiffness matrices are presented; in Section 1.3 the solution algorithm is described and

finally in Section 1.4 some numerical tests are conducted which confirm the spectral accuracy of the 1D

solver. In Section 2 the two-dimensional problem is stated and discretized (Sections 2.1–2.3). The diago-

nalization algorithm proposed for the ordinary differential equation is extended to the partial differential

problem in two dimensions by variable separation in Section 2.4. A few numerical tests are conducted in

Section 2.5 to evaluate the accuracy of the 2D solver. In Section 3 the spectral algorithm for solving the

Neumann problem in a cube is outlined.

1. 1D problem with Neumann conditions

Let us consider an ordinary differential problem defined by a second-order equation in the interval

½�1; 1� supplemented by derivative boundary conditions at the extremes of the interval, namely�
� d2

dx2
þ c

�
u ¼ f ðxÞ and u0ð	1Þ ¼ b	1; ð1:1Þ
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where c is a nonnegative constant. In the special case c ¼ 0 the solution u exists only provided that the data
of problem (1.1) satisfy the compatibility conditionZ 1

�1
f ðxÞ dx ¼ b�1 � b1 ð1:2Þ

in which case u is defined up to an arbitrary additive constant. The treatment of nonzero values of the
Neumann conditions is included here in view of its extension from 1D to 2D and 3D, to be considered in the

next section.

We can now reformulate problem (1.1) in a variational form as follows:

Given f 2 L2ð½�1; 1�Þ find u 2 H 1ð½�1; 1�Þ such that

aðv; uÞ ¼ ðv; f Þ þ vð1Þb1 � vð�1Þb�1 8v 2 H 1ð½�1; 1�Þ; ð1:3Þ

where aðv; uÞ ¼ ðv0; u0Þ þ cðv; uÞ, and ð�; �Þ denotes the L2 inner product.

In the present approach, the ‘‘Neumann’’ boundary conditions are enforced in an essential way. This

means that the formulation above must be slightly modified by introducing a lifting of the slope data b�1
and b1, by splitting the solution u in the sum of two variables, u ¼ u0 þ ub, to be defined precisely below.

1.1. Construction of a basis enforcing derivative conditions

A spectral Galerkin approximation of the variational problem (1.3) is obtained by introducing a finite

dimensional polynomial basis to represent the functions of H 2ð½�1; 1�Þ. In this section, we derive a basis for
an essential treatment of the derivative boundary conditions. This means to find a subspace of H 2ð½�1; 1�Þ
of polynomial functions with zero derivative at both interval extremes. Among different possibilities, the

basis proposed by Shen [5] allows to minimize the band-width of the stiffness and mass matrices. To help

the implementation of the solver, we detail the construction of such a basis and derive the sparsity patterns

and the elements of the two matrices explicitly.

We start from the formula proposed by Shen

LðHÞ
k ðxÞ ¼ LkðxÞ þ akLkþ1ðxÞ þ bkLkþ2ðxÞ; kP 0; ð1:4Þ

where LkðxÞ denotes the Legendre polynomial of degree k, k ¼ 0; 1; . . ., while ak and bk are coefficients to be
determined. A basis of functions LðHÞðxÞ with zero slope at the extremes of the interval ½�1; 1�, namely

dLðHÞ
k ð	1Þ
dx

¼ 0 ð1:5Þ

is obtained by solving the system of two equations in the unknowns ak and bk, for each k ¼ 0; 1; . . . This
leads to the following basis: LðHÞ

0 ðxÞ ¼ 1 and

LðHÞ
k ðxÞ ¼ LkðxÞ �

kðk þ 1Þ
ðk þ 2Þðk þ 3Þ Lkþ2ðxÞ; kP 1: ð1:6Þ

1.2. The spectral matrices

The basis LðHÞ
k ðxÞ can be now normalized to make the stiffness matrix equal to the identity, but for the

first diagonal element which is zero. The stiffness matrix D is defined from the bilinear form ðv0; u0Þ ¼R b
a v

0u0 dx and its elements are

dðHÞ
i;j ¼ LðHÞ0

i ; LðHÞ0
j

� �
ði; jÞP 0: ð1:7Þ
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First, observe that dðHÞ
0;0 ¼ 0 since LðHÞ

0 is constant. Then, let us suppose, without any loss of generality, that

jP iP 1; integrating by parts the second member of (1.17), one obtains

dðHÞ
i;j ¼ � LðHÞ00

i ; LðHÞ
j

� �
þ LðHÞ0

i LðHÞ
j

h i1
�1

¼ � LðHÞ00
i ; LðHÞ

j

� �
; ð1:8Þ

since LðHÞ0
i ð	1Þ ¼ 0 by construction. Introducing now the well-known relationship

L00i ðxÞ ¼
X
k¼0

i�2

kþi even

k
�

þ 1
2

�
½iðiþ 1Þ � kðk þ 1Þ�LkðxÞ; ð1:9Þ

we have

LðHÞ00
i ðxÞ ¼

X
k¼0

i�2

kþi even

k
�

þ 1
2

�
½iðiþ 1Þ � kðk þ 1Þ�LkðxÞ

� iðiþ 1Þ
ðiþ 2Þðiþ 3Þ

X
k¼0

i

kþi even

k
�

þ 1
2

�
½ðiþ 2Þðiþ 3Þ � kðk þ 1Þ�LkðxÞ: ð1:10Þ

By the orthogonality of the Legendre polynomials and by the definition of LðHÞ
k ðxÞ in (1.6) we immediately

observe that dðHÞ
i;j ¼ 0, for j 6¼ i, while for j ¼ i a direct calculation gives

dðHÞ
i;i ¼ 2iðiþ 1Þð2iþ 3Þ

ðiþ 2Þðiþ 3Þ : ð1:11Þ

The normalized basis is therefore defined as follows: LH0 ðxÞ ¼ 1 and, for kP 1,

LHk ðxÞ ¼
ðk þ 2Þðk þ 3Þ

2kðk þ 1Þð2k þ 3Þ


 �1=2
LkðxÞ



� kðk þ 1Þ
ðk þ 2Þðk þ 3Þ Lkþ2ðxÞ

�
: ð1:12Þ

The first few functions LHk ðxÞ of the normalized basis are drawn in Fig. 1. In terms of this basis the stiffness
matrix is

ð1:13Þ

where the prefixed superscript 0 reminds that the leading diagonal element d0;0 is zero.
Let us now compute the elements of the mass matrix M :

mi;j ¼ ðLHi ; LHj Þ ¼
ðiþ 2Þðiþ 3Þ
2iðiþ 1Þð2iþ 3Þ


 �1=2 ðjþ 2Þðjþ 3Þ
2jðjþ 1Þð2jþ 3Þ


 �1=2
ðLi;LjÞ
�

� jðjþ 1Þ
ðjþ 2Þðjþ 3Þ ðLi; Ljþ2Þ

� iðiþ 1Þ
ðiþ 2Þðiþ 3Þ ðLiþ2; LjÞ þ

iðiþ 1Þ
ðiþ 2Þðiþ 3Þ

jðjþ 1Þ
ðjþ 2Þðjþ 3Þ ðLiþ2; Ljþ2Þ



:

Owing to the orthogonality of Legendre polynomials, mi;j is different from zero only for i ¼ j or i ¼ j	 2.
For i ¼ j we have: m0;0 ¼ c0 ¼ 2 and, for iP 1,
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mi;i ¼ ci ¼
1

2i� 1
ðiþ 2Þðiþ 3Þ
2iðiþ 1Þð2iþ 3Þ



þ iðiþ 1Þ
ðiþ 1Þðiþ 3Þð2iþ 5Þ

�
:

For j ¼ iþ 2, iP 1, we have

mi;iþ2 ¼ ai ¼ � iðiþ 1Þðiþ 4Þðiþ 5Þ
ð2iþ 3Þð2iþ 7Þ


 �1=2 i
ðiþ 2Þðiþ 3Þð2iþ 5Þ :

More explicitly, the mass matrix has the following pentadiagonal profile:

ð1:14Þ

Fig. 1. Functions LHk ðxÞ of the basis for 1D boundary value problems with Neumann conditions.

F. Auteri et al. / Journal of Computational Physics 185 (2003) 427–444 431



1.3. Solution algorithm

The chosen basis enforces homogeneous Neumann conditions in an essential way. Nonhomogeneous

conditions are then imposed by introducing a lifting of the Neumann data b�1 and b1 which will be per-
formed in a fully analytical way in the one-dimensional case. The solution uðxÞ is split in two components as
follows:

uðxÞ ¼ u0ðxÞ þ ubðxÞ; ð1:15Þ

where u0 is an auxiliary unknown satisfying a modified equation and with zero slope at both interval ex-
tremes, while ub is an arbitrary function whose derivative assumes the prescribed values b�1 and b1 at the
endpoints. The modified problem for u0 is�

� d2

dx2
þ c

�
u0 ¼ f ðxÞ and

du0ð	1Þ
dx

¼ 0; ð1:16Þ

where f ðxÞ ¼ f ðxÞ � ð�ðd2=dx2Þ þ cÞubðxÞ. In variational terms the problem for the new ‘‘lifted’’ unknown

u0 reads:

Find u0ðxÞ in H 2ð½�1; 1�Þ such that u0ð	1Þ ¼ 0 and

aðv; u0Þ ¼ F ðvÞ 8v 2 H 2ð½�1; 1�Þ with v0ð	1Þ ¼ 0;

where

aðv; uÞ ¼ ðv0; u0Þ þ cðv; uÞ;

F ðvÞ ¼ ðv; f Þ � ðv0; u0bÞ � cðv; ubÞ þ vð1Þb1 � vð�1Þb�1:

The function ubðxÞ satisfying the original boundary conditions, ubð	1Þ ¼ b	1, is taken to be the parabola
ubðxÞ ¼ ax2 þ bx, so that one obtains immediately: a ¼ ð1=4Þðb1 � b�1Þ and b ¼ ð1=2Þðb�1 þ b1Þ.
By introducing the finite dimensional space

VNð½�1; 1�Þ ¼ vN 2 PN : v0N ð
�

	 1Þ ¼ 0
�
¼ LHk ðxÞ; k
�

¼ 0; 1; . . . ;N
�
;

the discrete version of the variational problem above reads:

Find u0;N ðxÞ in VN ð½�1; 1�Þ such that

aðvN ; u0;N Þ ¼ FNðvN Þ 8vN 2 VN ð½�1; 1�Þ;

where

aðvN ; uN Þ ¼ v0N ; u
0
N

� �
þ c vN ; uN
� �

;

FNðvN Þ ¼ vN ; f
� �

N
� v0N ; 2ax
�

þ b
�
� c vN ; ax2
�

þ bx
�
þ vð1Þb1 � vð�1Þb�1;

with the integral of the inner product involving f evaluated approximately by means of some formula of nu-

merical quadrature, as indicated by the N subscript in ð�; �ÞN .

By introducing the expansion

u0;N ðxÞ ¼
XN
i¼0

UiLHi ðxÞ; ð1:17Þ
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and choosing the test functions vN ðxÞ equal to the basis functionsLHj ðxÞ, one obtains the algebraic linear system
0D
�

þ cM
�
U ¼ R; ð1:18Þ

where 0D and M are the matrices obtained in (1.13) and (1.14), and R is the right-hand side of the ‘‘lifted’’
problem, with components defined by

Rj ¼ ðLHj ðxÞ; f ðxÞÞN þ ðLH0
j ðxÞ; 2axþ bÞ � cðLHj ðxÞ; ax2 þ bxÞ þ LHj ð1Þb1 � LHj ð�1Þb�1;

j ¼ 0; . . . ;N : ð1:19Þ

The linear system (1.18) can be solved by a simple factorization algorithm for a pentadiagonal symmetric

matrix (assuming c > 0).

However, we describe here a solution method based on the eigendecomposition of the mass matrix M ,
which will be used in the implementation of the direct solver for the two-dimensional problem and which

also allows the proper handling of the singular case c ¼ 0. First the pentadiagonal mass M is diagonalized

through W TMW ¼ K, where K ¼ diagðk0; k1; . . . ; kN Þ. By virtue of the first row and column of mass matrix
(1.14), the eigenvector matrix W has the following block structure:

W ¼ w00 0

0 W½N �


 �
;

where w00 is a single element and W½N � is a matrix of order N . Let us multiply system (1.18) by W T, and
introduce the transformations U ¼ W TU and R ¼ W TR. Using the property

W T 0DU ¼ W T 0 0

0 I½N �


 �
U ¼ W T 0

U ½N �


 �
¼ 0U ; ð1:20Þ

where 0U ¼ ð0;U 1;U 2; . . . ;UNÞ, the linear system (1.18) becomes

0U þ cKU ¼ R: ð1:21Þ

The transformed system (1.21) can be solved componentwise

U 0 ¼
arbitrary if c ¼ 0;

R0=ðck0Þ if c > 0;

�
Ui ¼ Ri=ð1þ ckiÞ; i ¼ 1; . . . ;N :

8><
>: ð1:22Þ

Of course, when c ¼ 0 the solution exists only provided the compatibility condition (1.2) on the data is

satisfied; therefore, the fulfillment of such a condition should be checked before assigning an arbitrary value

to U 0.
The antitransformation U ¼ W U gives the Legendre expansion coefficients U of u0;N ðxÞ and henceforth

the complete solution containing the lifting ubðxÞ

uN ðxÞ ¼
XN
i¼0

UiLHi ðxÞ þ
1

4
ðb1 � b�1Þx2 þ

1

2
ðb�1 þ b1Þx: ð1:23Þ

1.4. Numerical tests

The algorithm for the one-dimensional Neumann problem was tested by solving problem (1.1) with

c ¼ 1:5 and with analytical solution uðxÞ ¼ ex. The numerical errors, in the L1, L2 and H 1 norms, are given
in Table 1, which shows the spectral accuracy of the method.
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A second test is the same problem above but with the exact solution uðxÞ ¼ sin x. The corresponding
errors are also reported in Table 1 and demonstrate that the expected rate of exponential convergence is

achieved.

2. 2D elliptic problem with Neumann condition

Let us now consider the two-dimensional boundary value problem for the Helmholtz operator sup-

plemented by a Neumann condition, namely

ð�r2 þ cÞu ¼ f ðx; yÞ and
ou
on

����
oX

¼ bð‘Þ ð2:1Þ

to be solved in the square domain X ¼ ½�1; 1�2, where ‘ represents a curvilinear coordinate of oX. Here, c is
a nonnegative constant and, in the special case c ¼ 0, problem (2.1) can have a solution only provided that

the data f and b satisfy the compatibility conditionZ 1

�1

Z 1

�1
f ðx; yÞ dx dy ¼ �

I
oX
bð‘Þ d‘ ð2:2Þ

in which case the solution u is defined up to an arbitrary additive constant.
For the sake of completeness, we consider the general situation of a nonhomogeneous Neumann con-

dition and describe a solution algorithm which takes into account a nonzero boundary value b by means of
a lifting. The structure of this lifting is very similar to that of the two-step procedure proposed in [7] for the
Dirichlet boundary value problem.

As in the one-dimensional problem, the Neumann condition will be enforced according to an essential

treatment. In a standard variational formulation, this kind of boundary condition is commonly imposed in

a natural way, which, for b 6¼ 0, amounts to perturb the right-hand side of the weak equation by including a

boundary integral involving b. This term results from the integration by parts of the Laplacian term and

enforces the nonzero boundary value of the normal derivative of the unknown u in a weak sense.
The classical approach adopted in the context of a Galerkin spectral approximation employs the or-

thogonal basis built upon ordinary Legendre polynomials. This approach leads to a full stiffness matrix for
approximating the two second derivatives with respect to x and y. Alternatively, if one wants the profile of
the matrices representing the one-dimensional operators not to be larger than pentadiagonal, the basis of

polynomial functions of zero slope at both endpoints, introduced in relation (1.12), should be used. Then,

the solution of the elliptic boundary value problem (2.1) is obtained by introducing a lifting of the non-

homogeneous Neumann condition through the definition

u ¼ u0 þ ub; ð2:3Þ

Table 1

One-dimensional problem with Neumann conditions, analytical solution uðxÞ, x 2 ½�1; 1�, c ¼ 1:5

N uðxÞ ¼ ex uðxÞ ¼ sin x

L1 error L2 error H 1 error L1 error L2 error H 1 error

4 1:14� 10�4 2:22� 10�4 1:88� 10�3 5:47� 10�6 1:15� 10�5 9:78� 10�5
6 7:36� 10�7 1:59� 10�6 2:02� 10�5 1:64� 10�8 3:76� 10�8 4:77� 10�7
8 3:21� 10�9 7:91� 10�9 1:34� 10�7 3:26� 10�11 8:45� 10�11 1:44� 10�9
16 2:78� 10�16 3:10� 10�14 1:25� 10�13 8:88� 10�16 2:76� 10�15 1:06� 10�14
32 4:00� 10�14 9:63� 10�14 1:19� 10�12 1:11� 10�16 9:78� 10�15 9:36� 10�14
100 3:73� 10�14 1:43� 10�13 1:11� 10�11 2:22� 10�15 1:08� 10�14 1:26� 10�12
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where u0 is an auxiliary unknown satisfying the modified problem

ð�r2 þ cÞu0 ¼ f � ð�r2 þ cÞub in X; and
ou0
on

����
oX

¼ 0; ð2:4Þ

while ub is an arbitrary function of suitable regularity whose normal derivative on oX is equal to the

prescribed value b.

2.1. Galerkin–Legendre approximation

The spatial discretization of the two-dimensional elliptic problem (2.1) is obtained by introducing the

finite dimensional space built by the direct product of the two bases fLHi ðxÞ; i ¼ 0; 1; . . . ; Ig and

fLHj ðyÞ; j ¼ 0; 1; . . . ; Jg. The approximate solution uN to u is then expressed as the sum of two components:

uN ðx; yÞ ¼ u0;N ðx; yÞ þ ub;N ðx; yÞ ¼
XI
i¼0

LHi ðxÞ ui;j LHj ðyÞ þ ub;N ðx; yÞ: ð2:5Þ

As in [7], the special symbol is used to indicate the summation on the second index. This notation proves

helpful in developing the 2D algorithm since it leads quite naturally to matrices pre- and post-multiplying

the array of the unknowns to represent the action of the spatial differential operators respectively in the x
and y directions. The precise form of the expansion of ub;N in terms of the polynomial basis will be given in
Section 2.3.

2.2. Compatibility conditions of the Neumann boundary values

Let bbðxÞ and btðxÞ, jxj6 1, denote the distribution of the Neumann datum on the bottom and top sides

of the domain, and let blðyÞ and brðyÞ, jyj6 1, denote its distribution on the left and right sides. Following
Grisvard [11], these four functions are not completely independent since they must satisfy the following

four compatibility conditions in the corners:

� db
lð1Þ
dy

¼ dbtð�1Þ
dx

;
dbrð1Þ
dy

¼ dbtð1Þ
dx

;

dblð�1Þ
dy

¼ dbbð�1Þ
dx

; � db
rð�1Þ
dy

¼ dbbð1Þ
dx

:

8>>><
>>>:

ð2:6Þ

These four relations correspond to the conditions of equality of the two mixed second derivatives of the
unknown u in the corners. For the development of the solution algorithm, it is convenient to denote ex-
plicitly these four corner values (which are deduced from the side distributions of the Neumann data by

evaluating their slope at the side extremes) as follows:

clt � � db
lð1Þ
dy

¼ dbtð�1Þ
dx

; crt � dbrð1Þ
dy

¼ dbtð1Þ
dx

;

clb � dblð�1Þ
dy

¼ dbbð�1Þ
dx

; crb � � db
rð�1Þ
dy

¼ dbbð1Þ
dx

:

8>>><
>>>:

ð2:7Þ

2.3. Lifting of nonhomogeneous boundary values

The compatibility conditions (2.6) play a central role in the construction of the lifting for the nonho-

mogeneous boundary conditions of the two-dimensional problem. In fact, in force of such conditions, the
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lifting is built in two subsequent steps, much in the same manner as for Dirichlet boundary condition [7]. To

this purpose, the function ub;N ðx; yÞ approximating the analytical lifting ubðx; yÞ is decomposed in two
contributions as follows:

ub;N ¼ ucb þ usb;N : ð2:8Þ

Here, ucb is the corner component dependent on the four values c
lb; crb; clt; crt, defined by (2.7) and associated

with the compatibility conditions (2.6), while usb;N is the side component that accounts for the values of the
Neumann datum inside each of the sides of the domain.

2.3.1. Corner component of the lifting

The corner component ucbðx; yÞ of the lifting is expressed by means of the polynomial

ucbðx; yÞ ¼ r1xy þ r2xy2 þ r3x2y þ r4x2y2: ð2:9Þ

The coefficients r1, r2, r3 and r4 are determined by exploiting the compatibility conditions (2.6) and en-
forcing the following conditions, involving the mixed second derivatives uxy and uyx in each corner, in a
pointwise manner

o2ucbð	1;	1Þ
ox oy

¼ c
r
lð Þ t

bð Þ; ð2:10Þ

with the superscripts within parentheses to be selected alternatively according to the signs 	 written on the

left. By the expansion (2.9), this is a linear system of four equations in the unknowns ðr1; r2; r3; r4Þ whose
solution is immediately found to be

r1 ¼
1

4
clb þ crb þ crt þ clt
� �

;

r2 ¼
1

8
� clb � crb þ crt þ clt
� �

;

r3 ¼
1

8
� clb þ crb þ crt � clt
� �

;

r4 ¼
1

16
clb � crb þ crt � clt
� �

:

8>>>>>>>>>><
>>>>>>>>>>:

ð2:11Þ

2.3.2. Side component of the lifting

Once the corner component of the lifting ucb has been evaluated, the side component u
s
b;N is determined so

as to satisfy (in a weak sense, see later) a Neumann boundary condition with respect to the perturbed datum

~bb � b� oucb
on

����
oX

; ð2:12Þ

obtained by subtracting the normal derivative of the known corner component ucb from the original

Neumann datum. By (2.9), the distribution of this perturbed Neumann condition on the four sides is given
explicitly by

~bb
r
lð ÞðyÞ ¼ b

r
lð ÞðyÞ � ð	r1 þ 2r3Þy � ð	r2 þ 2r4Þy2;

~bb
t
bð ÞðxÞ ¼ b

t
bð ÞðxÞ � ð	r1 þ 2r2Þx� ð	r3 þ 2r4Þx2:

ð2:13Þ

To represent the (approximated) side component usb;N ðx; yÞ of the lifting we introduce the space

fLHi ðxÞ; 0
�

6 i6 Ig � fy; y2g
�
� fx; x2g
�

� fLHj ðyÞ; 06 j6 Jg
�
; ð2:14Þ

436 F. Auteri et al. / Journal of Computational Physics 185 (2003) 427–444



so that we have the following expansion:

usb;N ðx; yÞ ¼
XI
i¼0

LHi ðxÞ aiy
�"

þ biy
2
�#

þ xcj
�"

þ x2dj
�
LHj ðyÞ

#
; ð2:15Þ

with derivatives

ousb;N ðx; yÞ
oy

¼
XI
i¼0

LHi ðxÞðai

"
þ 2biyÞ

#
þ xcj

�"
þ x2dj

�
LH0
j ðyÞ

#
; ð2:16Þ

ousb;N ðx; yÞ
ox

¼
XI
i¼0

LH0
i ðxÞ aiy

�"
þ biy

2
�#

þ ðcj

"
þ 2xdjÞLHj ðyÞ

#
: ð2:17Þ

We now consider the horizontal sides and impose that the y-derivative expansion (2.16) for y ¼ 	1 be
equal, in the sense of L2 projection, to ~bbbðxÞ and ~bbtðxÞ, that is, we require that

LHi0 ðxÞ;
ousb;N ðx;	1Þ

oy

� �
¼
XI
i¼0

LHi0 ; L
H

i

� �
ðai 	 2biÞ ¼ LHi0 ; ~bb

t
bð Þ

� �
:

In vector notation, we have a linear system for the two vector unknowns a and b

Mða þ 2bÞ ¼ Bt;
Mða � 2bÞ ¼ Bb;

�

with the right-hand sides defined by Bti ¼ ðLHi ; ~bbtÞ and Bbi ¼ ðLHi ; ~bbbÞ for 06 i6 I . The linear system for a and
b gives immediately the following two uncoupled linear systems:

Ma ¼ 1

2
ðBt � BbÞ and Mb ¼ 1

4
ðBb þ BtÞ:

The integrals defining Bb and Bt are evaluated by the Gauss–Legendre quadrature formula with I þ 1
points. To this purpose, let W � fwg; 16 g6 I þ 1g denote the vector of the Gauss–Legendre weight and
L � fLg;i ¼ LHi ðxgÞ; 16 g6 I þ 1; 06 i6 Ig the matrix of the values of the basis functions at the quad-
rature points. By denoting the values of the perturbed Neumann datum at these points as follows:

~BB
t
bð Þ � ~bb

t
bð ÞðxgÞ; 1

n
6 g6 I þ 1

o
ð2:18Þ

and introducing the numerical evaluation of the L2 integrals on the right sides, the two linear systems above
assume the final form

Ma ¼ 1

2
LT WH ~BBt

�n
� ~BBb

�o
and Mb ¼ 1

4
LT WH ~BBb

�n
þ ~BBt

�o
; ð2:19Þ

where H denotes the element-by-element multiplication of vectors. The same procedure applied to the two

vertical sides leads to other two linear systems, which correspond to the transpose of those obtained for the

horizontal sides, namely

cTN ¼ 1

2
~BBr
�n

� ~BBl
�
HV

oT
K and dTN ¼ 1

4
~BBl
�n

þ ~BBr
�
HV

oT
K; ð2:20Þ

with an obvious meaning of the symbols. In conclusion, the determination of the side component of the

lifting requires to solve two mass matrix problems of dimension ðI þ 1Þ and two of dimension ðJ þ 1Þ.
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The perturbed Neumann datum ~bb, which is necessary to determine the side component of the lifting,
does not appear anymore in the homogeneous Neumann boundary value problem for the auxiliary un-

known u0, neither in its spectral counterpart for the unknown u0;N . In fact, problem (2.4) can be rewritten in
the form

ð�r2 þ cÞu0 ¼ f � ð�r2 þ cÞðucb þ usbÞ in X; and
ou0
on

����
oX

¼ 0; ð2:21Þ

and its weak variational formulation reads:

Find u0 in H 2
ð0ÞðXÞ ¼ fv 2 H 2ðXÞ; ov=onjoX ¼ 0g, such that

aðv; u0Þ ¼ F ðvÞ 8v 2 H 2
ð0ÞðXÞ;

the bilinear form aðv; uÞ and the linear functional F ðvÞ being defined by

aðv; uÞ ¼ ðrv;ruÞ þ cðv; uÞ;

F ðvÞ ¼ ðv; f Þ � ðrv;rðucb þ usbÞÞ � cðv; ucb þ usbÞ þ
I
oX
vb:

2.4. Solution algorithm

The lifted variational problem above, once approximated by expanding uN by the proposed Legendre
basis as in (2.5), leads to the following linear system of algebraic equations (see Fig. 2)

0DUN þMU 0E þ cMUN ¼ R; ð2:22Þ

where the stiffness and mass matrices 0D and M have been defined in (1.13) and (1.14), while 0E and N are

their counterparts in the spatial direction y. Note that the elements of matrix U are the expansion coeffi-

cients of the unknown u0;N of the lifted problem. The arrays U and R are in general rectangular matrices,
and generalize the vectors occurring in the one-dimensional problem of Section 1.3. The elements ri;j,
06 ði; jÞ6 ðI ; JÞ, of matrix R are defined by the right-hand side of the weak equation modified by the lifting

ri;j ¼ LHi ðxÞLHj ðyÞ; f ðx; yÞ
� �

N
� LH0

i ðxÞLHj ðyÞ;
oub;N ðx; yÞ

ox

� �
� LHi ðxÞLH0

j ðyÞ; oub;N ðx; yÞ
oy

� �

� c LHi ðxÞLHj ðyÞ; ub;N ðx; yÞ
� �

þ
I
oX
LHi ðxÞbð‘ÞLHj ðyÞ; ð2:23Þ

Fig. 2. Matrix structure of the spectral elliptic solver for Neumann boundary condition. Sketch of the role of the constant mode in the

two-dimensional Poisson problem.
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where ub;N ¼ ucb þ usb;N and the first term involving the integral of f is evaluated numerically by means of a
suitable Gauss–Legendre quadrature formula.

The solution of linear system (2.22) is obtained by diagonalizing the mass matrices M and N . First we
solve the symmetric eigenvalue problems

MwðiÞ ¼ kiwðiÞ; 06 i6 I and NvðjÞ ¼ rjvðjÞ; 06 j6 J :

By introducing the eigenvector matrices W � ½wð0Þ; . . . ;wðIÞ� and V � ½vð0Þ; . . . ; vðJÞ�, one has

W TMW ¼ K ¼ diagðk0; k1; . . . ; kIÞ and V TNV ¼ R ¼ diagðr0; r1; . . . ; rJÞ, respectively.
Then, by means of the double transformations R ¼ W TRV and U ¼ W TUV , the linear system (2.22)

becomes

W T 0DW UR þ KUV T 0EV þ cKUR ¼ R: ð2:24Þ

We recall now from Section 1.2 that, in the assumed spectral basis, the stiffness matrices 0D and 0E are
identity matrices but for their first leading element which is zero, cf. Eq. (1.13) and that the mass matricesM
and N have a zero first row and a zero first column but for the leading diagonal entry c0, cf. (1.14). As a
consequence, the matrices W and V have the following block structure

W ¼ w00 0

0 W½I �


 �
; V ¼ v00 0

0 V½J �


 �
:

It follows that we have the relation

W T 0DW ¼ w00 0

0 W T
½I�


 �
0 0

0 I½I �


 �
w00 0

0 W½I �


 �
¼ 0 0

0 I½I �


 �
¼ 0D;

and the analogous result V T 0EV ¼ 0E. Thus, the transformed linear system simplifies to

0DUR þ KU 0E þ cKUR ¼ R ð2:25Þ

and it can be solved componentwise as follows:

u0;0 ¼
arbitrary if c ¼ 0;
r0;0=ðck0r0Þ if c > 0;

�
u0;j ¼ r0;j=ðk0ð1þ crjÞÞ; 16 j6 J ;
ui;0 ¼ ri;0=ðð1þ ckiÞr0Þ; 16 i6 I ;
ui;j ¼ ri;j=ðrj þ ki þ ckirjÞ; 16 ði; jÞ6 ðI ; JÞ:

8>>>><
>>>>:

ð2:26Þ

Note that, when c ¼ 0, the fulfillment of the compatibility condition (2.2) must be checked before assigning

to u0;0 an arbitrary value.
By performing the double back transformation U ¼ WUV T, the matrix of Legendre coefficients U of the

solution component u0;N ðx; yÞ is obtained, and from that the complete solution to the original nonho-
mogeneous Neumann boundary value problem is finally obtained

uN ðx; yÞ ¼
XI
i¼0

LHi ðxÞui;j LHj ðyÞ þ usb;N ðx; yÞ þ ucbðx; yÞ: ð2:27Þ

2.5. Numerical results

The double diagonalization algorithm is tested by solving the Helmholtz equation with c ¼ 1 and the
Laplace equation in the domain X ¼ ð�1; 1Þ2. The L1, L2 and H 1 errors of the spectral solution to
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Helmholtz problem with exact solution uðx; yÞ ¼ x2 þ exþ2y for different values of N are given in Table 2.

The spectral convergence of the method is clearly recognized. For comparison, we report also results ob-

tained by a spectral solver based on the natural treatment of the Neumann condition and on the diago-

nalization of the stiffness matrix. This solver displays a slightly better accuracy at low spatial resolution,
while at higher resolutions the proposed method is found to be more accurate. This behaviour is due to a

better conditioning of the mass matrix of the proposed algorithm with respect to the (full) stiffness matrix in

the standard approach.

A second numerical test is for the Poisson equation with the same exact solution u ¼ x2 þ exþ2y . The
numerical errors are reported in Table 3 with the CPU times obtained on a Digital 433au workstation. The

last test is the Helmholtz equation with c ¼ 1 and with exact solution uðx; yÞ ¼ cosðpxÞ cosðpyÞ. The errors
and CPU times obtained on the same machine are reported in Table 4. The exponential rate of convergence

is achieved also in this case.

3. The lifting for the 3D Neumann problem

In this section, we outline the extension of the 2D solution algorithm to the 3D Neumann problem in the

cube ½�1; 1�3. We focus on the analysis of the compatibility conditions existing among the Neumann

Table 3

Poisson–Neumann problem with exact solution u ¼ x2 þ exþ2y , X ¼ ð�1; 1Þ2

I ¼ J L1 error L2 error H 1 error Time (ms)

8 4:1� 10�5 3:6� 10�5 1:8� 10�4 34

12 5:3� 10�9 4:3� 10�9 2:7� 10�8 41

16 1:7� 10�13 1:2� 10�13 9:3� 10�13 41

32 1:0� 10�13 5:0� 10�14 5:1� 10�13 77

100 1:2� 10�12 7:1� 10�13 1:4� 10�11 585

Table 2

Comparison of essential and natural treatment of Neumann condition for Helmholtz equation with exact solution u ¼ x2 þ exþ2y ,
X ¼ ð�1; 1Þ2, c ¼ 1

I ¼ J Essential treatment Natural treatment

L1 error L2 error H 1 error L1 error L2 error H 1 error

8 3:1� 10�5 3:0� 10�5 1:7� 10�4 1:7� 10�5 1:2� 10�5 1:8� 10�4
12 4:3� 10�9 3:8� 10�9 2:7� 10�8 9:3� 10�10 6:3� 10�10 1:5� 10�8
16 2:0� 10�13 1:3� 10�13 9:2� 10�13 3:7� 10�13 2:2� 10�13 8:5� 10�13
32 1:0� 10�13 5:5� 10�14 5:1� 10�13 5:5� 10�12 3:3� 10�12 1:1� 10�11
100 1:2� 10�12 7:3� 10�13 1:4� 10�11 1:4� 10�10 8:7� 10�11 4:2� 10�10

Table 4

Helmholtz–Neumann problem with exact solution u ¼ cosðpxÞ cosðpyÞ, X ¼ ð�1; 1Þ2, c ¼ 1

I ¼ J L1 error L2 error H 1 error Time (ms)

8 1:75� 10�4 1:56� 10�4 1:01� 10�3 30

12 5:19� 10�8 4:62� 10�8 3:51� 10�7 36

16 4:69� 10�12 4:17� 10�12 3:57� 10�11 43

32 7:77� 10�15 2:56� 10�15 1:35� 10�14 110

100 7:89� 10�14 3:29� 10�14 1:50� 10�13 1703
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boundary data prescribed on the six faces of the domain. To this aim, we first observe that these data are

specified by giving the following six functions of two variables:

b
r
lð Þðy; zÞ; b

t
bð Þðx; zÞ; b

n
fð Þðx; yÞ ð3:1Þ

for jxj6 1, jyj6 1 and jzj6 1. These functions represent the distribution of the normal derivative of the
unknown u respectively on the ‘‘right’’ and ‘‘left’’ faces, x ¼ 	1, on the �top’’ and ‘‘bottom’’ faces, y ¼ 	1,
and the ‘‘near’’ and ‘‘far’’ faces, z ¼ 	1, of the cube, in a right-handed Cartesian system.

3.1. Compatibility conditions

According to the analysis of Grisvard [11], to have solutions with a H 2ðXÞ regularity these functions
cannot be specified independently from each other and must satisfy two sets of compatibility conditions.
The first set of conditions consists in equalities of the mixed second derivatives of the functions (3.1). More

precisely, for each triplet of functions sharing a vertex in their definition domain, the three mixed second

derivatives must coincide at this common point. For instance, considering the vertex in the left–bottom–

near corner of the cube, we have the conditions

o2blð�1;�1Þ
oy oz

¼ o2bbð�1;�1Þ
ox oz

¼ o2bnð�1;�1Þ
ox oy

: ð3:2Þ

It can be noted that the value of the mixed second derivatives of the three functions of the Neumann datum

in their common vertex is nothing but the value of the third-order mixed derivative of the unknown u in the
considered vertex, namely

o3uð�1;�1;�1Þ
ox oy oz

: ð3:3Þ

We can therefore introduce such a corner value from the functions of the Neumann conditions and consider

this value as a definite distinct datum of the elliptic problem as follows:

d lbn � o2blð�1;�1Þ
oy oz

¼ o2bbð�1;�1Þ
ox oz

¼ o2bnð�1;�1Þ
ox oy

¼ o3uð�1;�1;�1Þ
ox oy oz

: ð3:4Þ

Of course, similar definitions hold for the other seven vertices, and we collect them in the following formal
definition:

d
r
lð Þ t

bð Þ f
nð Þ � o3uð	1;	1;	1Þ

ox oy oz
: ð3:5Þ

The second set of compatibility conditions among the six functions in (3.1) consists in a constraint in-
volving two functions of each pair associated with two intersecting faces of the cube. More precisely, for

each edge the two functions specifying the normal derivative of the unknown on the two faces must have

their first derivative in direction perpendicular to the edge to be coincident, modulo the sign. Considering

for instance the edge jxj6 1; y ¼ �1; z ¼ �1, the first derivative of bbðx; zÞ with respect to z must coincide
with the first derivative of bnðx; yÞ with respect to y. We can therefore define the following function of x:

cxe1ðxÞ � obbðx;�1Þ
oz

¼ obnðx;�1Þ
oy

¼ � o2uðx;�1;�1Þ
oy oz

ð3:6Þ

for jxj6 1, a function which can be computed in any case from either bbðx; yÞ or bnðx; yÞ. Similar definitions
hold for the other three edges parallel to the x axis, jxj6 1; y ¼ 	1; z ¼ 	1, so that the definition of the
corresponding four functions is synthesized formally as follows:
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cxe‘ðxÞ � � o2uðx;	1;	1Þ
oy oz

; ‘ ¼ 1; 2; 3; 4: ð3:7Þ

Analogous definitions are valid for the four edges parallel to the y axis and for those parallel to the z
axis.

3.2. The three-step lifting

The spectral solution of the 3D Neumann problem is expressed in the standard lifted form

uN ðx; y; zÞ ¼ u0;N ðx; y; zÞ þ ub;Nðx; y; zÞ; ð3:8Þ

where the function to perform the lifting of the nonhomogeneous Neumann datum b is decomposed in the
three parts

ub;N ðx; y; zÞ ¼ uvbðx; y; zÞ þ ueb;N ðx; y; zÞ þ ufb;N ðx; y; zÞ ð3:9Þ

associated respectively with the vertices, the edges and the faces of the cubic domain. These three com-

ponents are evaluated in a cascadic manner, by an extension of the method for the two-dimensional

equation described in Section 2.3.

First, the vertex component of the lifting is expressed as the polynomial

uvbðx; y; zÞ ¼ r1xyzþ r2xyz2 þ r3xy2zþ r4x2yzþ r5x2y2zþ r6x2yz2 þ r7xy2z2 þ r8x2y2z2 ð3:10Þ

whose coefficients are determined by imposing the eight conditions at the vertices

o3uvbð	1;	1;	1Þ
ox oy oz

¼ d
r
lð Þ t

bð Þ n
fð Þ: ð3:11Þ

Once the vertex component of the lifting uvbðx; y; zÞ has been determined, the edge component ueb;N ðx; y; zÞ
is evaluated by expanding it in the space

fLHi ðxÞ; 0
�

6 i6 Ig � fy; y2g � fz; z2g
�
� ½fx; x2g:� fLHj ðyÞ; 06 j6 Jg � fz; z2g�

� fx; x2g
�

� fy; y2g � fLHk ðzÞ; 06 k6Kg
�
; ð3:12Þ

namely, by introducing the representation

ueb;N ðx; y; zÞ ¼
XI
i¼0

LHi ðxÞ aiyz
�

þ biyz
2 þ diy2zþ ciy

2z2
�
þ xzaj
�

þ xz2bj þ x2zcj

þ x2z2dj
�
LHj ðyÞ þ xyAk

�
þ xy2Bk þ x2yCk þ x2y2Dk

�
LHk ðzÞ : ð3:13Þ

The three sets of unknown coefficients in expansion (3.13) are found by equating the L2 projection of the
‘‘trace’’ of ueb;N ðx; y; zÞ along the edges to the projection of the edge functions in (3.7) and the similar ones for
the other eight edges, suitably perturbed to include the effect of the (previously computed) vertex com-

ponent uvbðx; y; zÞ of the lifting. Considering for instance the unknowns ðai; bi; ci; diÞ, 06 i6 I , the four edge
functions cxe‘ðxÞ are replaced by the functions ~ccxe‘ðxÞ defined by

~ccxe‘ðxÞ ¼ cxe‘ðxÞ � uvbðx;	1;	1Þ; ‘ ¼ 1; 2; 3; 4: ð3:14Þ

Now, the L2 projection along the four edges gives the linear systems of equations
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LHi0 ðxÞ;
o2ueb;N ðx;	1;	1Þ

oy oz

 !
¼ � LHi0 ; ~cc

xe‘
� �

; ‘ ¼ 1; 2; 3; 4: ð3:15Þ

The full system for the unknowns ðai; bi; ci; diÞ, 06 i6 I , decomposes into four independent linear systems,
each involving the mass matrix M in the x direction.
The other unknowns ðaj; bj; cj; djÞ, 06 j6 J , and ðAk;Bk;Ck;DkÞ, 06 k6K, of the expansion (3.13) are

determined similarly.

Finally, the face component ufb;N ðx; y; zÞ of the lifting is sought in the space

½fLHi ðxÞ; 0:6 i6 Ig � fLHj ðyÞ; 06 j6 Jg � fz; z2g� � ½fx; x2g:� fLHj ðyÞ; 06 j6 Jg
� fLHk ðzÞ; 06 k6 Kg� � fLHi ðxÞ; 0

�
6 i6 Ig � fy; y2g � fLHk ðzÞ; 06 k6Kg

�
ð3:16Þ

so that we have the expansion

ufb;N ðx; y; zÞ ¼
XI
i¼0

LHi ðxÞ ai;jz
�

þ bi;jz
2
�
LHj ðyÞ þ

XJ
j¼0

LHj ðyÞ xaj;k
�

þ x2bj;k
�
LHk ðzÞ

þ
XI
i¼0

LHi ðxÞ Ai;ky
�

þ Bi;ky2
�
LHk ðzÞ : ð3:17Þ

The unknown coefficients in (3.17) are determined by equating the L2 projection of ufb;N ðx; y; zÞ to Neumann
boundary datum b suitably modified for accounting the effect of the previously computed vertex and edge
components of the lifting. In other words, we introduce the modified Neumann boundary datum ~bb by the
following definition:

~bb
r
lð Þðy; zÞ ¼ b

r
lð Þðy; zÞ � uvbð	1; y; zÞ � ueb;N ð	1; y; zÞ: ð3:18Þ

The weak equations that determine the unknowns ðaj;k; bj;kÞ, 06 j6 J , 06 k6K, are

LHj0 ðyÞLHk0 ðzÞ;
oufb;N ð	1; y; zÞ

ox

 !
¼ � LHj0 L

H

k0 ;
~bb

r
lð Þ

� �
; ð3:19Þ

with similar equations holding for the unknowns ðai;j; bi;jÞ, 06 i6 I , 06 j6 J , and ðAi;k;Bi;kÞ, 06 i6 I ,
06 k6K.

4. Conclusions

A direct Galerkin–Legendre spectral method for the efficient solution of the Neumann problem for

Laplace and Helmholtz operators in two dimensions has been presented. The proposed method exploits the

eigenstructure of the mass matrix for the diagonalization process instead of the stiffness matrix as in fast

spectral solvers for elliptic problems based on the tau method or a collocative approach. The method relies

upon a particular Legendre basis proposed by Shen [5] and imposes the Neumann boundary condition in an

essential way in order to apply the double diagonalization procedure in both spatial directions, by im-
plementing variable separation and reducing the discrete solution to a sequence of only one-dimensional

problems. The matrix elements of the discrete operators are provided explicitly in the paper: the mass

matrix is pentadiagonal with only three nonzero diagonals, while the stiffness matrix is simply the identity

modulo the first diagonal element associated with the constant mode, which is zero.
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The discrete lifting for taking into account nonhomogeneous Neumann data in problems in two and

three dimensions has been described. In particular, the lifting for the 2D problem has been implemented to

obtain a general and efficient algorithm which represents an alternative to other elliptic spectral solvers

characterized by a natural treatment of the Neumann condition. The proposed new basis for the Neumann

problem has been used in spectral calculations of natural convection instabilities [12].

We can conclude by observing that the idea of using a lifting for Neumann boundary data is original and

has been found necessary to exploit the direct product structure of the 2D and 3D problems in conjunction

with sparse matrix patterns.
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